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~“Data -Compression - A Compar ison Qf'ﬁethods.

L Jules P. Aronson o
’ A 4

One important factor in system design and in .
the design of software 1s the cost of storing
data., Methods tnat reduce storage ‘'space can, be-
sides reducing storage cost, be a critical factor
in whether or not a specific. applicationr can be
lmplemented. This “paper surveys data compression
methods and relates them t6 a standard statistical .

. coding probfem - the noiseless coding problem. The
- well defined solution te that problem.can_serve as
' . @ standard on which to base the' effedtiveness of.
data compression methods. A simple measure, based
on ‘the «characterization of the solution to the
s - i (‘noiseless coding problem, \{s stated through which
"7« the effectiveness of a data comprgssion methpd can
- -be calculated. Finally, guidelines are stated con-
cerning the relevafjce of datg cébmpression to data
X processing applications. - '
~ . & v P
Key words:  Coding; Coding Theory; Computer
- Storage; Datag, Compaétion; Data Compression; Data -~

Elementg; Data Management;  Data Processing;

lnﬁqrmatfqﬁqManzgement; Information Theory.’
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. _ oo ‘ 1., Introduction . v .
0 . ’ ’ ’ .\ ) )

‘ The purpose of this report 1s to ‘assist’ Federal Agen-
<cles in developing data element standards that are both com-
patible within:  the 'Federal government and . economical.
Specifically, ‘this report responds tq the GAO recommenda-
- tions that the Department of Commerce "... 1issue pelicy,
——delineating accepted theory and “terminplogy, and ‘provide for
v preparation of gquidelines,. methodology, and criteria to be
followed by agencies in their standards efforts"*., . This re-
port delineates the theory and terminology of data compres-

sion and surveys.classes’ of data compression techniques.
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mphasis Needed On " Government ‘s
Efforts T0 'Standardize Data Elements And Codes For
Computer Systems; May-16, 19743 P33. . : ' :
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Data element standards &dcfivities in the ,past have been
copcerned w1th abbreviations . or codes for specific terms,
such as the names c=’of: countrles“ metropgolitan areas, and
" reduce tne space necessary to store such |[terms, while main-
taining ~the abiljty to reproduce the tetms from the
representations. Wwhile each representatlon in'a given class
1s unique, 1nter class uniqueness is not’ necessarily mains_
tained. For example, the standard abbréviation for .
CALIFORNIA as CA (1), but the abbreviation for. CANADA"is
also CA (2). The use of standard codes creates similar
problems. The code for the geographical area of .Alameda“

County, Cal-ifornia is #6881 (3). - while that for the stan-:

dard - metropolitan statistical area of Augusta Georgialls-
600 (4). To distinguish between these two codes, wheneyer
they occur in the same file, is compllcated and sometlmesg
impossible, since these codes violate a coding "~ principle’
- that one code not be a prefix of another (5). The decoding
of the. above, two codes involves the inefficient * process of
backtracking through the messd@e stream after it has been

-

received. PR e

“ -~

e i ‘The reductlon in‘storage, effected by the use of data

;epresentatlons, is not as great as the reduction that. can

- _+besaccomplished by the use of uniform and systematic tech-
vl nigues. of data compre551on. This report describes methods

-~
g

"v\

.

which uniformly compress the data, rather than' a select . set +.

of terms. These - metgpds may be used to replace standard
representations or may be appg1ed to data 1n which some
terms are already so represented. These methods cqgld
reduce the high cost of computer operat1ons by eliminating
uhnecessary anompat1b111t1es in thé representation o;fdata
_and by reducing the cost of stoz1ng the data. :

' \

The cost of storing data is a very significant part of
the total compute{ system cost. This cost 1s composed of the
direct charges for the storage media, rsuch’ as ‘disk devuces,
as well as the ‘costs of transfering the data to and from
local and remoté storage devices. Thé lattér costs are in
turn composed of the costs of the data channels and, for re-

states. 1he purpose ~of such represerjtations has been to °

o

g,

motely stored’data, the network, both 'of which must..have’

- sufficient -bandwidth to transmit'the data . Data compres-
gion results in cost savings by reducing the’ amount  of
storage required to store data’ files. In addition, dita
(1) Nat. Byr. Stand., Fed. Lnfg; Process. Stand. Publ. -
(FIPS PUB) 5-1. ' o .
12) FIPS BUB 16-1

(3) FIPS PUB 6-2. ‘.
(4) FIPS PUB 8-4'
(5) see séction 3.1.1

]

»




Colpression methods may enable more ‘efficient 1information
retrieval opérations as well as more economical transmission
of large amounts of data over computer networks. ‘There are
several . types of data compression techniques, which range
trom the suppression of null characters %o pattern substifu-
tion and statistical coding. . S

N ¢ : . : . _
In this report several types of data compression tech-

\

niques f‘are discussed along . with descx1p€ions of. some of

\

their implementatiqnsa Then, the data ,compression problem” " -

. is *analyzed with respect td a classification of compression

-

Bchemes in terms of the functional attributes of domain,
range, and’ Yperation, . Ir—addition, concepts from informa-

‘tion theory are introduced, in part 3, to give the reader &

perspective from ‘which to clarify and measfre the perfor-
mance of compressjon techniques.  From information theory
the compression problem may be 'seen as an aspect of the more
general noiseless coding proklem. The mathematical -portions
of part .3 may be skipped without seriously atfecting the
. meaning of ‘this report, Finally, some «criteria for the

selection .f techniques are, discussed with -regard to the

»
o
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form ana, application of the d&ta ‘structure.

~

- : - 7/ -
. 2;’/Survey of Data Compges§1on Techniques

1 ) T . ,
7 2.1 Null Suppression
N 8, - ..
' . Null suppression \techniques _encomS%s% those methods
which suppress zeros, blanks, or both. This type of compres-
sion could be called the de ‘facto standard. method for
‘compressing data files. . It takes advantage of the pres~
valence of blanks:andd zeros in some data.files, and is easy
and economical to implement." Null suppression may not, how-
ever, achfeve as high ‘dedree of- compression ratio "as some
other techniques. Its obvious application is.to card image
ddta records which formed the Basic data structure of many
of the earlier data management systeps. .

One way of implementing null“suppression is through the

R ’ .

use of A bit map. in which a one lhdicates' a non-null data.

1tem and a zero indicates a null item. This method .1s appli-

cable to data files having fixed S1ze units, such as words

‘Or_bytes. Fiqure 1 illustrates the method where a bit map

1% appended 1n the front of a colléction of items. Units
.-q8ontaining all nulls are dropped from the collegtion and thé
“'pit wnlch‘corresponds to such unjts 1s set to zero.

. N -
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/[\\Figure'l Zero Suppression Using a B@t Map
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_Another way to implement lllsuppression is the. run.'
length technique shown in figyre 2. A special g¢haractér is

: 1nserted to indicate a run of .nulls. Following that charac-
.ter is a number to -indicate the length of the run. The
.choice of the special character depen%% on' the code used’. to

represent the data. For codes$ su as ASCII or EBCDIC a,
good choice is oneé of the characters which does not oceccur ‘in
the data, of whlcﬁ\thete are many in these cpdes. If the
character set contains no unused characters, such as-in ‘the
six~bit codes, the technique may still be used by Selectlng

_an infrequently used character and doubllng it when 1t .foc~-

““curs as gﬁrt of the data.

‘o, -~ '
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Original Datat . Item Alp000X02500000NHEBBBCOST

! .
,Compressed Data:  Item Al§4X02585N3SCOST - -

‘ ] . ’ ®
¢ e
Figuré,2 Run Length Coding

.
¢ -

s
. ‘ w
2.2 Patterp Substitution

The'rph.length.technique is a primitive form of a class
"of techniques known as pattern'substitutionh in whichgcodes
are subétiguted faor specific character patterns. Datg . files
often contain repeating ’patté(ns, such as illustrated in
figure 3. These may include numer ic*and alphabetic informa-
‘tion combined with or in addition to null characters. ‘

. o - .

Original Data: . ) . U
AE10004MFQB00PYF3200065CX4
AE2QA00DBFBYBAVF300000BCX1
AE 3000 2RBAJGUROF 30121 4BCX7

Pattern Table:
o AE
- 900

. B0BOOF3
BCX

.o n n

Compréssed Data
© #184MPQR256@4
" $290DBF3$00€1 . .
_. - #3$2RBARB121407 . ‘
Lt :} ' v .
b

Figure 3 -~ Pattern’ Substitution \

LI

. /
. . N N ? o ;l
"A patterp table may ‘be constructed éither in- advance .or
dut ing® the . compression of tQp data. The taple may be
transmitted yith the data or stored as a -permanent part of-
the compressor and decompressor. In-the method of De Main,
Kloss, and Marron the pattern is stored with the data, while
in the method of Snyderman and Hunt* the pattern 1is stored -
in the,comp;egsor and decompressor . As in null suppression,

" > = - - -~ —— -y - - . ~,

*See reﬁérencq 23
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‘. . _the code for the pattern 1is represented by uhused characters

A

N
-

A

B

L]

‘from .the character set. . . .

]The stat1st1cal propert;es of the patterns may be ad-
vantageously used to increase the efficiency of the compres-
sion. In the method of Snyderman and Hunt, even though tri-
al and error was used to“select the patterns, the résultant
patterns were 168 of some‘pf the most frequently occurring
pairs ‘of characters .in their textual data files. The fre-

FLEN 2N

quency of pairs of characters is further exp101ted by Jewell
who chose 190 of the* most frequently occurring pairs as chn-

d;dates for substltutlon. . w? :

- 7

The compress1on me thod of Snyderman and Hunt and ‘tha
ot Jewéll 1involve subst1tut1ng single tharacter codes fot~

'spec1f1c pairs of characters. They differ prrmarlly in the

way-the pairs of characters are selected,; and secondarlly
in the selectlon of the suhstltutlon code.

In the method of Snyderman and Hunt two lists of char-
acters are. selected based partly on. their frequency of oc=
currence 1in English text, The first list, called the 'mas~
ter characters' is a subset of the second list called the

"combining characters n the example ‘given by the authors
.there_are e1ght master characters ( blank,A,E,I,0,N,T,U) and
21 combinlng cnaracters (blank a,.s,C,b,E,F, 6 4,1,L,M,N70, P,_

R,S,T,U,V; W) .

@ -

The first step of 'the compaction process involves
translating each character to a hexadecamal code. between v¥
and 41-:leaving 198 co 1guous- codes at the ehd, 42 throeugh
FF, for the substitution codes.- Next, each translated char-
acter is tested, .1n turn, to determine 1T 1t 1s a - master
character. If 1t 1is-not such, then it a&§ output as it 1s;
otherwise, it is used as a possible fjirst haracter * of a

[

. paik. Wwhen a master character has beén found, thé next
‘character*inthe input«string is tested to determ1ne if 1t

is a combinAng c¢haracter. If .it is, then the code -for the

pair.is calcglated and replaces beth of the input charac-

ters. If the next character is not a combining character
then the .translated hexadecimal representatlons‘for both are
_each. moved to-the output stream.” Figure 4 conta1ns a table
of the compacted code, us1ng th1s scheme.




COMPACTED CODE

Master . |-Combining | _ . b ) R
Characte(sl Charactersl Noncombining Characters ‘| Combined Pairs |
‘| | L SN A S
. 'Base |-, . Hex Hex - Bex Hex | Hex Hex |
Char Value| Char Code | Char Code Char Code’Char Code| Char Code Char Codel
l. . |
4L I'BB 58 AF  ept
42 | pA:°59 6E |
43 | 5A’ 6F
44 5B°
45 5C .
46 - 5D
47 -|'BF SE
48 SF
49 ) 60
4A 6]
.. 4B ;62"
“63
64 -
65°
66
67
68

¢

58
6D
82°
97
AQ
cl
o6 °
EB-

92
91
.92
* 93
94’
"85
96,
97
08
99
oA .

|
|
|
| 15 ¢q 2B
|
|
|
|
I
|
|
|
|
1
‘9B |
I
|
1
1
|
|
|
|
|
!
|
l

16 . i~ 2C
"17 - s - 2D
18
19
" 1A
.1B,
1c .
b .y,
1E . 2

E
.

BB T

A

s

t 2E

u 2F

v 30

w 31

X 32 1

Y. .33

z 34
IF g ~ 35°
20 1-- 36

2

3

4

5

6

7

g

9

rd
.
.
¢’

-,

o
A
E
I
0,
N
T
U t

|
|
|
I
|
| -
) -
[
I
I
I’
I
| .
I
A N
I
I
I
|
I
.
I
|
I
I
I
|
I
|
|

Ce g

o

BgE

.
.
e

°

\'~q\< N = R o~ A

&g

o
7))
oE
oF
18
11
12
13
14

[

o)

21 37,
22 38
23, 4239
24 5 34
25 3B -
26 3C v 69

27 3D ; "6A "
28 t 3 3, 68

29, 3F- 6C"

2A 49 T

:’tﬂ Mo QoD N N"<,><O?CC-4
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\@l&'o;"v}) V".l"(”.ﬁ
P EEE
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A 3}

(iq the ébove B = blahk).
- . Figure 4
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. Using the technigue described, the Science’ Information
Exchange compacted the text portion of a 200,000 record on-
line file from an average, of- 851 to 553 characters Pper_
.record,. a decrease of 35 percent.. ,Using an IBM 368/49 -the
compression takes 73 ms. tor 1080 characters while expahsion
takes only 65 ms. The extent to which the decrease was due
to null suppression can not be determined from the authors’
report. Such a determia@tion would be necessary before an
accurate comparison between qﬁthods can be made.

'Y 4

. The method of Jewelli takes into account -the full 196
most .frequently occurring <Tharacter pairs in his sample,
thus taking advantage ofisthe.availability of the 199 unused
codes- in an 8-bit rqp%esentatlon. Figure 5, compiled by
Jewell, 1s:a 2-character:frequency distribution of the 25

;

most freqguently océurrihg pairs in a sample of text. The
199 pairs-are entered intb 'a table which . forms a .semi-~
permanent part of the compaction process. The first step of
the process involves shifting the first two characters of
the input stream . into a register. If this pair occurs in’,
‘the ~combination table then a code 1§ substituted for the

. pair. The code, is the address of the pair in the, table.
Two nmew character{ are then entered and the process .resumes
as in the~paeginning. If the input Efir is not in the.table
then the first character of that pair~ is translated to a
value greater then hexadecimal BD (which equals 196, the
length of the table) .and-sent to the output stream. One new
character is shifted in with the remaining second character

and the process resumes.. '
~ oy © LN ¢

e




] | Occurrences |
|

| !
:wRank Combination | Occurrences | per Thousand |
A [ [ [ o
N l ! ‘ [«
o1 | Ep | 328 [ 26.89 |
o2 | BT I 292 I 23.94 ]
[ 3 'TH I 249 [ 20.41 ]
I, 4 Ba I 244 I 20.00 .
s | Sk | 217 [ -17.79 [ .
1 6 | RE I 200 I 16.4p ]
I 7 1 N | 197 [ 16.15 [ T
I 8 | _::%g | 183 [ 15.00 |
2 I 9 | b. 171 | 1482 | .
[ 18 | -~ p1 I 156 I 12.79 I ”
I 11 | BO [ 153 [ 12.54 . |
1712 | . Ng I 152 [ 12.46 | .
lr 13 | ES " 138 I 12.13 [
[ 14 | Kb | 141 [ 11.56 | -
[ 15 <. oN * I I4s9 |, | 11.48 I .
I 16 | T | 137 [ 11.23 I
17 | . TI I 137 | 11.23 I
‘118 | = —4aN, I 133 [ 10.90 I,
I 19 | DB | 133 - | 10.90 | 5
T 207 | AT [ 119 |- 9.76 < )
[ 21 | TE . 114, |+~ 9.35. |
.22 | 2 [ » 113 [ 9.26 I
P [ 23 |- Bs I 113 - 9.26 >
I 24 | OR [ 112 » | 9.18 A
I 25 | RE. | 109 | 8.94.,, |
| I I 2 I .
Partial results of a 2~gharacten\ frequency test’ .
The téxt size is 12198 cha cters
) Figure 5§ SR :
. 4
- ] P
2.3 Statistical Encoding - ,
] Statrstical encoding 1s another class of data compres-
sion methods whjich may be-used by itself or combined with a
pattern substitution tecMrique. Statistical encoding takes
advantage of the .frequency distribution of characters so
that short representations are used for characters that - og-
cur frequeq!ﬁy, and longer representations are used for
, Characters-that occur less frequently. When caombined with
‘pattern substitution, Sshort representation may be:used for
«"'l -9- /-\ ¢ )
Q ‘ 14 -
o - ! v »

~ - a 13




some fpequentiy occurring pairs or other groups of charac-
‘ters. - Morse code, for example, uses short code groups for
. the common letters, and longer code groups of the others.

. ‘ When binary ones and zerps are used to represent a mes-
sage in variable length codes, there must be a way to tell
where one ¢haracter or pattern ends and the: other begins.
This can be done if the code has the prefix property, which
means that no short code group is duplicated as the begin-
ning ofea. long:r, group, . Huffman codes have the prefix qual-
ity and in addition are minimum‘redundancy, codes, that 1is

. they - are optimal 1in - the sense thrat. data encoded, in these
codes could not be-expressed in fewer bits. !

—————»___Figure 6 shows the combinatorial techniques wused to
form Huffman codes., The characters, listed in aescending
order of frequency of occurrence, are assigned a sequence of
bits to form codes as follows. The two groups with the smal-=
lest frequencies are selected and a zé;o bit 1s aSsignead to
one and a one€ bit is assighed to the other. 'These values

y will ultimately be the value of the right most bit ot the
Huffman code. In this case, the right most bit of A is 1,
while that of B is B, but: the values of, the bit assignments
could have been interchanged. Next, the:- two groups, A" and
B, -are then treated as if they Were but one group,
represented by BA, and will be assigned a specific value in
the second bit position. In this way both A and B rgceive
the same asSsignment 'in, the -second bit position. The abowe

N process is now repeated on the ‘list E,T,4,BA, . where BA

represents groups A and B, and has frequericy of 10%. The"
two least frequently occurring groups, represented by 4 _and
BA, are selected, and a zero bit is assigned to character 4
‘and a one bit is assigned to BA. These values will be the
values of the second bit from the right of.the Huffman code.
- The partial code assembled up to this point is- represented
in the step 2 column of Figure 6. In each of steps 3 and 4
the process is repeated, each time forming a new. list by
'identifying the two elements of,the previous list which had
just beeri assigned values, and then assigning zero and a one
“ bit to the two least frequently occurring elements of the
new list. 'In this example, messages, written in the Huffman
codes require only 1.7 bits per character. on ghe:?vefage,
whereas three bits would be required in the glxed length

- representations. The synthesis of Huffman codes will be

discussed 1n greater detail in the next section. ’

. . . N ~e, s
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- field,

| | I | | | Huffman |
L - | - < N | Code |
: Character | Frequency | step 1| step 2| step 3} step 4 |
| | I | | : |
. E . | 603 | | | 19 N B
| ,T I, 20 % | | | -0 | 10 |
| 4 | 16 % | .1 0 18 | 118 |
| B b6, 1 o | Ao | 110 | 1118
| A | 4% I 1 {11 | 111 | 1111 - | S
| | . | | | |

~

e Figure 6 Formation of Huffman Code

n-

=2<4 Telemetry Compression . ' - ’
[} . { :
Telemetry compression technique§ are not applicdhble to
- most data _files. In telemetry, a sensing deyicel records
measurements at regqular intervals. - The measurements .are
‘then transmitted to a more central location for further pro=-

cessing. Compression is applied 9Pprior to transmission to
reduce the .total amount of data to_be transmitted, Telgmetry

data is generally a sequence’of numer ic fields. 1In tht se=~
gquence’ there are subsequences or. runs of numeric fields with
‘'values that vary only slightly from each other. Compression

is achieved by:coding each field,:other than the first, with
the incremental difference ‘between ‘it and- the _ Preceding
provided. the absolute value of the increment’ is less
than some pie-determined value. , Otherwise, "the ’field” isg
repr‘%én;ed as it is with some escape character to indicate
that. the particular field- is not coded. The conditions that
make the incrementalv,coding technique effective, the ex~
similarly valued fields, do ot exit

istence of long’ runs of
in most data files.

e
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) QData compre551on may}be represented as the application

. of some function .té6 elements of the data base. K If we let X
be a spec1f1ed element of the data base, th%n the compres-
sion of x s y=£f(x).." | . { T

: Here, x, the. element of the data’ bas ,&may be'a string
b6f oneﬁor more b1ts, bytes, characters, ppirs or n- tuples of
characters, words, or text fxagments. f 18 a functlonr that
maps the element x-into some other element .The domain of
a tunction 1s that’ setaupon “which the fung txon -voperates,
while tne range 1s that set whose elements are,the results
ot the function operation. The different conpression tech-

nigues may be characterized by the choice ot tne domainj-

range and the operatidn of the function f. &

- R T e . - ,‘.'1

3

Usually f 1s 1nvert1Q}e, which means cﬂa the original -

datd may be recovered from the ‘compressed data. However, 1n

somé’ applicationsys a non- invertible choice! ‘of| f' may be ad=
vantageous. For example, when the data’ base| to| be compressed
consists. of record identification keys, onl < an abbreviated

[y

form of each kéy may be necessary to retrlevq each record. - |,

In that case a nﬁn-lnvertlble compression teghniigie that re-
moves some of the information from each key would generate a
moré® cOmpressed key file tham one that was 1Rve t1ble..

/ >
In the method of: Snyderman and Hunt the domain ef>~f was
- the collectlon, of- pairhs of characters.’ The\rahge of £ was
the collectlon of bytes, and f was. invertible he defini-
. tipons of the Domain and Rahge for the other methqds are sum='

l\*

-marized in table I. ‘ N .
' o . . o ) K
: It appears  that compression techniques-may, be <classi-
" fied in terms of the type of domain, range andjoperation.
* Of the methods surveyed, the domain was composed iof either
fixed length or variable length elements. ,‘The Ian e except

S for those’ technlques that generate Huffman codes, was com-

posed of fixed length elements. To generate Huif an’ codes,
the tunct&pn maps the domain into elements hose’" Length
. inversely proportlonal to the frngency of o currenge of the
~element 1n the "domain. - \',\ RN
) . T
- . In some casSs the methods differ only in "the | function
aefinition. The difterence between the method of Snyderman
and Hunt and the one for Huffman code with patterns_is that
-in the -first case -the function maps charactere and pairs
into bytes while, in the latter case the function maps these
same elements 1H%U~qpr1ab1e length fields. .

v -
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. ‘ A .
: / . Table 1 v ' -
) ! Domain and- kange of a-Sample of Data CompresssionsMetnods :

h H

| :, ' ¢ < ‘ T
&‘Il o » ‘ \ N :‘ ° - .
3 - . ‘\ ! s a - . )
C o | ﬁgﬁﬁ$an | ~ Domain | Range ‘ I,
R I, a | s |-
R Snyderman & Hunt | Parrs of Characters| bytes - |
o . . | N | - [
. | "Schieber & Thomas | . PR I " I
. L IR - - |
vy T Jewell v L bytes |
. N ) ' : ! I J : [ . - I M
S ?\I\ Lynch |~ @ " " | fixed length fields | °
- | N I . l__~ L
. | ‘ . | L I~ Three fields I
.ol Hahn | Characters | two are fixed length, |
) | ] - s ° leother ‘is multiple words]|
o : K I |
. I; Ling & Palermo | fixed length fields| fixed length fields |
; I ' | ' | . I
-, | Schuegraf' & Heaps’ |~ text fragments | ¥ ra 7 |
I___; ) - .I 3 I : ) I )
| Huffman Code | pairs of characters| - riable length Py
. F  with*patterns . | .- . | bihary strings |
. N R 4 : |

. I ,

L O

’

- ~ .
o . . .<

trarily to represent a cross sampl¢ of ‘the aaty compression
methods i#f the lrter'ature,.differs both in terms  of percent
reduction and computation time. As one may suspect, the more
complex methods, such as the Huffman code- generators, ' re-
quire more compltation” time thad 'the simpler methods likes
that of Snyderman and Hunt. The Huffman cod¢ method did ob-
tain a greater!percent reduction than the others, SO ‘the' i1n-/
creased computation time may be worthwhile for some applica-, -
tions. On “the - other hand, the text fragment method of .
Schuegraf and Heaps takes a éﬁgnificantly longer' computation
-time £o accomplish roughly the same-degree of compression as
the simpler digraph methods. Table II contains a summary of
“ ~the published performance of somé data compression methods.
Notice tHat the measure of performance in the table is the
reduction of storage Space. Later. in the paper’, ‘that measure
will be shown to be unreliable when compared to the measure
of entropy of .the data. s : -

The performance of these methods,;&hosen sg?gwnat arbi-

z “ ~13=4 . <
4 \ . "._ ) PN 18
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Table [II )
Publlshed hssults of Some Comgfession TPechnuques

1

1

‘ 14

—

i i
| Method - -~ laﬁ R:eductlmlwj Data Base l
| : \l.‘: ] 4 - “i « b |
| 28 B i SmlthsoniSh,Sc1enti£1c |
| Snyderman s Hunt! ) I - 35 | Information Exchange |
| ‘ N 1 171,008; 6@@ characters | .o
| | ' | |
| (15) | . I i . I
| (JEwELL | -»47 . v, 129nﬂ char. text |
' ] 4 0' ," \\ '( o l
| E24Jl y.on 40, ¥0p biliographic recorosl
| sSchieber & Thomas | 4345 averagé of each ps 535 cnar|
| . 1 total of z1,4uvb,bby char | ,
| | N : |
| ' l T Institute of Elect. Eng. |
| 119) | J\INSPEC& system |
| .Lynch™™"" - | 36 to 46 l and; British National Blbié%ﬁ&
I~ | E system
| | - l
| ml ! o Ll
| Ling & Palermo | - 50 l spec1f1ed vl
' l_. : SR
| [26]' \ |
| Schuegraf & Heaps I, 35 l Ma§c rapes, Issue 1 |
| | | \ |-
| (10] | R \ ¢ |
|- nuffman Gode | 62 | Insurdnce ° I,
} with patterns | | Company Files <
| > | R W ' | o™
T\ . N
v i
° 65,_.2
while the compression methods escrlbgd an
. 5chuegrat and Heaps paper have’ limited’, tlllty, becausej as’

;. S } ‘ s 18 . .
V. . . . ) .

noted above, their complexity does not .incredse their effec-"
tivness .over the more simpler digraph m thods, the d1scus-“
sion of varlable length text’ fragments 1n\ that paper leads,
to a related guestion about the structure of the aata ‘base.
what form should the dictlonary take?. nverted-tile re-
trieval sygtems using free text data bases\commonly identify.
words as keys or index terms about. 'which tne file 1s 1nvert~
ed, and through which access 1s provided. \lne words of na—

v - ; ‘ I N ' 3.\
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}
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tural language exhibit a.Zipfian * rank~frequency relation-
ship in which' a small number of words account for a large
- Proportion‘of word occurrences, while a -large number of
‘words occur infrequently. The 1inverted-file system 1involves
large and growihg dictionaries and thus may entail 1ineffi-
*» Cclent utilization of storage because of distribution charac- -
teristics. ‘It may bpe advantageous to consider the formation
of ‘keys tor file-inversion from units other than_ words. In
particular if_varlah;e length text fragments are “chosen . as

. « Keys,, K  thien the above compression method may be a powerful
method of conserving space 1in invgrted-file systems. A- re-.
lated paper by Clare, Cook, and Lypch [4] 'discusses the sub-
Ject of varrable length text fragmeénts in greater detail.

3.1 Noiseless ?oding.Problem

MOSt of the compression methods described' in the
literature are approximations to the solution of the noise-
less coding problem, which is described as follows. A random

"variable - takes on values xl"“"§m with probabilities

1
D)

pl,.....,pmf respectively. Code words Wiree oW ~of

i

Vlengths- I""”nm respect}yely, are assigneg to the symbols

' xi,....,xm The code words are combinations of characters.
- : L

taken from a code alphabet al"“"’aDV of length D.- The
‘ >

- gzéblem 1S to cSHstruct a uh1quefy decripherable code which

i .
. 5 ,

minimizes the average code-word ‘length n =2§b1n1. Such
l v

*r

- :codes will be called optimal in tnis Paper. Usually the al- -
pnabet consists of the symbols ¥ and l.. The problem may be’
approached 1in three steps. First we establish a lower pound

. On N; then we find out how close we can come to that l6wer

. bound; .then we s €s1ze the best code. We shall’ 1indicate
. to .what degree the various compression methods are attempts
‘ to synthesize the best code. q\\ : :

_ '3v»*3The zipf distribution "i§™§ hyperbolic distribution ‘in .
.+ . _which the .probability of “occurrence of a ., wérd is
" inversely proportional to the rank of the word.| If r -is
the rank of a word, then’ the probability p ig defined
- by p(r) = 77 where k'is, constant chosen so . hat the
’ ' / . .

a @ 7 ~ )

. N - .
> sum;fp(}i) = 1. o .o - .
1 . .

J P . ..
. ) : -15- . . -, .
S N4 TR0




s

” \
s

\ *, 7 * . DA ¢

.~ 3.1.1 Unigyely Decipherable Cbdes. Wwhat 1s a uniQuély‘dec1-
pherable code? For example, consider the following binary -

P

VS T COdE_’: i N v X ot ‘: ~ s o ‘"_': '. PR «.aﬁ:— D L
\ ¢ IS -~ . 4 -

” ' xl ﬂ . ’ ra v ‘ -

¢ LI .o . . v . AN - St

. X . . : . D

) 010 ‘ - e
. . X v, - ’ < ’ .
- 3 ¢ bl o ) . ’
f; . Lo Xy 18 @. - T . ’

" The binary sequence 218 could correspopd to any*one of the
. three messages Xor X3%1,.00 X X,. ince the sequence 819 -
- A , 7 R ) :

- cannot be decoded accurately, the foJlowing  definition 1s T
needed to establish a rule to avord slch sequences.. ' ‘
. - . !

.

. . ¥ LY
., . " » - U s ,
, . A code 1s unigquely decipherable 1f every finite pse-
guence of code, chiracters corresponds to-at most one mes-
- - Pl o4

Sage 3 . - " , . r'd . /

» . - -

.One’ way to 1nsure unique ded1pherabi11tykis to _réghlre ’

- that no code word be a-prefix of another code ‘word. If A, B,

. ana C are finite sequences.of code characters, then the jux-

taposition of A and.'C, written AC, is the segdence formed .be

- . writing A followed by C. The sequence R 1s a prefix -7of the:

. ’seguence B 1f B flay bé written. as AC fbn(ggme sequence, C.

<2 “ » . ' TN . ©
g%ppe:ty, namely . that no _

y: . code word is'a prefix of'anothér code word, are called in- +.° .’

. 7. stantangous codés: The code belowis an example of an in< o

stantaneous code.” . - sl C 2

N~

* Codes which have the-above

‘ o . X C11 \ Ny .

\

: S . co rqépond. to any me ge; so such sezuences should never . -
, « appear and can be disreg@rded. The commo ly used ASCII ‘and

o EBCDI ’che§ are also .instantaneous; but they are s®h \)‘E— o

St cause |6t their fixed lengtn, since all fixed Iemgth ‘codes .*

are instantaneous. Every instantaneous code 1s qnlquely‘db- .

tipherable, but not conversely. To ‘see this,-.for a given

o No;.ta1ce'£hat.'t':he,' sequenc&,lllll, 19101, or lﬂﬂ‘i _dlofvpbt -

. ! o . .
*'tanitel sequence of code characters of an instantaneous code,. ..
0 ~'l " ‘ T
3 ’» - . ° . L4 . .
) 7. “\. . - .. e -']'.b" ‘ ‘ b .' '. .~‘I ¢
‘5‘. . ) L . PO 21* ¢ I . - “
i{ N ’ , R L% e ‘ RN .
"n ,1 5 . . 3 . .
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proceed from left to’ rgé;t untll a code word W is formed TIf

-such word can' be formed, thep the unique dec1pherab111ty
condition is vacuously satisfied. Sipce w 1s not the prefix
of" any .code word, w must be the first symbol of the * message .
Continuing until amother code-word 1s .formed,” and so' on,
this process may be repeatéd unt1rl the end of the messag

( < Tae 0"

Jhe term lnstantaneous reters tp the facgt tnat tne code
may be deciphered step py step. If when proceedihg. left.to
right, w 1s the first word formed, ‘we know 1mmé&1ately that
W 1s the first -word of the message. Ih a unlquely decipher-
able ‘code which 1s not 1nstantaneou9, the decodkng proeess

may have to .tontinue for'a long time before the’ 15ent1tyﬁbtﬂ

the first word 1S known. For example, ‘1t in the coa%g
‘ X U] ) . .

- x2 VIBeRLONL - 0
(n characters).. -

-

we' received the Sequence of n+l characters ¢0....001 we

would ‘have to wait until the end.of the sequence to find out
that the first symbol is X). Fortunately, the solution' to

the noiseless coding problem can be reallzagyaith an'instan-.
‘taneous code. Notice that while the ASCII d EBCDIC todes”
.are instantaneous, ﬁhey are usually far from optlmal

3. l 2 Optimal Codes. The degree of. the. optlmality of the
code” TIs measured by’ the entropy of the message of’ text. The
‘ entvopy H(X) is defined as ~ v

: ' M
AR = 2p;log,p;

0 v !

where pl,......,pM ére the probablllt@eé Ot ™ the 9es§age
! At

symbols -as definea 1in the above descrlgflon'of the ‘noiseless
codlng problem, . . : L -

i P Lo, .

The following' theorem gives the r poigpa to tne
average le:?zh n of the cogde. A e o '

« - . % R
. (No1isel s'Coding Theorem)['lJ zipln 1s the
- l R .
average cod¢ word length of a un1éuely dec1phe¢eble codeafor
the random T1able X, then'n > H(X)/log D, w4th equallty if
- ~n

and ‘only  if- P;=D 1. Note{ that H(X)/mﬂ( D..is the

AR

‘uncertalnty of X using }ogarlthm54§9 the LDase D' that }§‘a

- <1724
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! H(X) _ M ‘lngpi _ _M . -
 To555 T %P1Iogzo %bilogopi‘

‘ N

For -the env1ronment we are interested 1n, the coding

°alphabet 1s binary, so bL = 2. \ﬂhuﬁ the lower bound 1s 51mgly

.0 > n(X). -d4(X) 1s not only the lower bound to the length of

the code needea to represent the data, 1t also provides a
measure ot the 1mprovement that may pe expected by compress-

ylng the data. 'lhe comgarison of* the value of ti(x) 'to tne
current average code slze, which 1s 8 for ASCI1 or EBCDLC,
gives a measure of the improvement that can pe realizea Dy

yeo, compress1ng the, data. If H(X)=8 then no compression is real-
1zable by coding the data differently;- if H(X)=5 then up to

.an 8 to 5 compression ratio may be obtained. The comparlson

of " the improvement realized by a spec1f1c data compression
techn%que to the theoretic improvement given by the above
ratid?- can serve  to evaluate the effectivness of the tech-
nique. The measure of effectivness usually given, the file
length before and after compression, does not 1nglcate the

] true level of compression, since the compression may have
- been. due mainly to null suppression. . RS

+

]

‘ Any code that achieves the lower bound of the'n01se1ess
__ coding theorem is called absolutely optimal. The following
code is an example of an absolutely optlmal code.

ey
x Probab111t1es . Code WOrds ' ) e
xl ‘ 1/2 ) . . . - .r
x5 1/4 : 1y .
X3 1/86 .11 .. . y ‘
* 8 ¥/8 . 111 ' ) .
T h(x) =8 = % / D

»
~

In. a previous example ot-a Huffman code, fijure 6, tne

. average code . length of the nuffman code was 1.7 bits per
character, while the value of the . -entrgiye H(X) wass 1.156 ~

' " bits- per character. - That example illus'trates the general

impossibility of contructing an absolut ly optimal code for

arbitrary collections of charalters. ﬁhat exampie also 1l-,

lustrates that any coding_ method will be bound by the value

of H(X). - .- ~ . ,

R e Nq)-—‘»w e W""':hwm Mﬁ}
' * . ‘ - : L ) -
.

*y 3.2 Realization of Optimal Codes .

T “\' -
- ‘ whlle the theorem states the exlstence of an absolutely

.. optimal code, in general the construction. of one for am ar- % .

« bitrary set of probabllltles is 1mp0551b1e. For a given set

. > -~ . 4“4 “ .

- ' P o
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of probabilities pl,.......u.{pM, if thé

absolutely optimal,

. , * = b
chosen to satisfy Pi

. .

Obviously each n. pa
abpv condition. Hoéw
choosing the integer n

5
Y

»

[

-log p; ) i, 7
Iog 20 < logD *
exist in which the

. -An 1nstantaneous code, can be shown to

code 1lengths

satpsfy
tneorem charact

a
erlzes

Given -a random variable X with un

-

the lengths o

-Nn - \

D ! which is
- A
{-log Pi)
VDS —
1 - log D
not be an inte
ever we may d

" -lo

.. the above 1in
such codes.

exists,‘a base D 1nstantaneoqg c
code-word length n satisfies

. N s

‘L HX) = o~ HX)

T e ‘ logD < < ogbD

.For a proof see ash, page 39.

This theorem says
. be - made sufficiently
lower bound set by-the
bound may be approache
used. The success of t
fact &hat - block .cod
works as follows.
symbol X4

-

,'We assign a
Y

In other words, we construct a code for the

Y'= (Xl,X

X; has the same distribution as X. If each Xy

values then Y assumes % .values.

illustrates the decrea
block coding.

v

that the aver
small to be
noiseless cod
d arbitrarily
he digram codi
ing

code word ;o

2”':""§s)' where th'eJxi are independent and each

Se 1n the, aver

-

rd

>

-1924

to satisfy t

of length 2 is useds Block coding
Instead of assigning a code word to

[ 4

code 1is to be
‘:"A ) . -
f the cdde wards,must be
L
3
the same.’as ,

.

~— -

der and yet satisfy ° the
O the next best thing by
he inequalities:

o«
.

équfllty. ‘The following

/

certainty H(X), °there
ode for X whose average

]

+ 1

o

age code-word lengtn may ¢
within one digit Qf the
ing theorem. That lower '
close if block coding is
ng schemes is-due to_the

each
each group-of s symbols.

random vector

assumes M
The following example

age code-word length by

.
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N | e, * h § I
. X 1% "CodeIWOrd Y = XXi,XZ) P Code word
. ) oo o
X 3/4 . X x 9/16 0 : -
/L‘ x% 1/4 ) xixé 3/16 - 19 )
' 5 , xzkl 3/16 . - 1lp -
2 . N . x2x2 1716 ;111 ¢
' c‘ —ﬁ = l o : . . ’ i <«
' . L i n = 9/16 + 3‘14\(2) + 1/4.13) .
" = 27/16 code characters/2 valueS'
of X L N .
. 7 - = 27/32 code cnaracters/va*ue
o T B ' ot X )
- J »

By the above theorem, the average code-word /}ength Hs

e for the block of length s satisfies - ‘ :
. . . F]
# H(§) — = . H(Y) o e w '
) < n. < + 1 code characters/value of Y. <.
- Iog D = ''s 109 D,. o : -
N H(Y) H(Xl, -1Xg) < H(X))+..... +H(XS) whether or, not the
. X; are independent from each other. If they are 1ndependent,

-

then the inequality becomes aﬁ' equallty. If"the' Xy arp};z -

identically distrioutedy then H(kl)+ J +H€X ) = éHkX), VI

Y
.

the classical case, botir. 1ndependence and,Jdentlcal distri- -
bution are assum&d, in which case,- the average code word

length satisfies

3

; SH(X) , =" _
» Iog D < ng <.rog ¥ }” .
or . c . L o ' ‘ .r~ ._»-' .
. . - s : , -
. - . H . N - ) '\‘ "
“H(X) s, H(X) 1 *

. Jog' D —'E— <. Jog E t s T

while tor text ftiles and messages,. the 1ndependence of ,each

s

N xl 1s a tenuous assumption, the asSUmptlon that each x 1s , '
1dentically distributed is ccedible. Upon dropp1ng the ~1n- | RO
. dependence . aSSumpt1on the :Above, 1nequa11ty becomes B - b

o . L R T ! 1 o
. H(Xl, ..... r s,) <" -r% < x) + _]L . . - .‘ ,’ A ’. |
' s{log D), ,~ s log D s . L -
‘ .Thus we see that regardless of the 1ndependence of the ele- !

ments of .the blotck, ther upper bound Qf’the average code

', - 3 . & A

- e . ity “ . - . B AR .

‘ ) e e =20 R ) L s -
o e : NG ti s 45 ‘ o . //N,«‘\r‘f‘i-‘ .
TN - ' L . A S

EMC N ' . th... oj 4 - ., "'J .‘ - —.’ . LRSS ,'Y
i : o L B . N o



~ f - ?

- length ay, K pe made as close. to i§é§l5~uas ﬁesﬁfed by
I3 / - ‘

‘e

’1ncreaé1ng’ the block length. On’'the other .Hand, the TIower

limat may be smaller when the elemepts of the block are not ¥

independent _as is the case frequently ih text files. Thus -

for the conditigns applicable to text filés and messages the -
average - code-word . length may be made at least.as small as

. the aoptimal length ¢haractgrized by - the noiseless coding *. -
- theorem. The sdependence of characters in text files-may ex~-

" plain why the simple Adigftaph methods are 'so successful’. That . L
dependence -4s furtheér  éxploited in " tHE method: of wagner . ' -~

which. substitutés codes for entire English phrases. ™ . X o

3.3“Synt;>Eis of the HuffmanCode  ~ ‘ L. .
; Gt ‘ e . ST ’
So. fai only:the.existence of optimal codes has been
. - discussed; now ."the gynthesis of dne such code, the Huffman .
Code, will be 1llustrated. For the synthesis K of optimal .,
‘codes, only’ the 1ipstantaneous ‘codes need to be considered
since 1if a,code 15 optimal with respect to ‘the class of - 1h~- .
stantanegous -codeg, then 1% 1s also optimal with respect.to
all uniquely decipherable .godes, This .characteristfc 1s- #
. lhaeed fortunate since 1nstantaneéus*che§ are tne codes of
.- choice for data t?ansmis§1onf'and processing applications.
The precise statement of tnls‘éharactq;lstlc,ls as follows.

-

L
If a code C 1s optimal witnin .the class 0f 1instantane-.»
ous-coaes .for the given proobabili'ties Py /Pyiden... Py s wWhicn

? ‘means that no other instantaneous ‘code for the. same given. _
set of probabilities has a% aller average code-word léngth W
than C, then C 1s optimal within the.entire class of ‘unique- ¥
ly decipherable codes. . o T oo ¥ \_

< - s

For-a proof sée}Ash page 46. ) S e,
. : r . ' Ve . e * .
e An optimal binary code can be Characterized by certain '
necessary conditions which restrict the choices of ‘code .
lengths that may be assigned to each code’;~ These characteri-'

- zations are as- fallows. xgg e

. L N .
“Given a binary code C with word leﬁqg;s ;ni,nz,...,n oy

by

associated with ‘a set .of symbols with -probabilities
Py/Pjs-.-.1py, assume, for cbnvenience; thag the symbols are .

o

X 3rranged in order - of- ‘ decreasing probability .
" Py 2 P, 2702 pm) apd’ that a group,of symbols with the ", \\\
3 same probabllity 1s arranged 1in orde;‘of increasing code-

-
. ) * v ) .oon ‘ . .
ri 4 7 “ - -’ .
’ - . -2]1=- . . , .

. . . o Pl .
R \)4 ] - . . 20 R /: *, -

i
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‘node’ and descendent .nodes. From the root node are .

.

<
T
L. e -

word length. ) (If ‘f@i = Pjg) = ceece3 e+ ?‘ then
n; < ng i4] Lee-S NyL, ) Then 1f C 1soptimal w1tﬁ the class.-
of 1nstantaneous codes, C must have the following proper-
ties: g

. , . ]
-t ap—— .

a. Higher probablllty symbols® have shorter code words,
that 1s, pj > Py implies n < NP “ S .

’ D. lne two least probable symbols nave code words ‘b}gg
egual length, that 1s, na1
< “ >
c. Among the code words of length n tnere must De at
least two words that agree 1in all dlglts except the last.
tor example, the following code cannot be optimal since coade
X (7]

— X§ Y
x; 1lul
’ ”x4 1161
) - R : xs lll” .
words 4°and 5 do not agree 1in the first three places. ..

% . !
For'a proof see Ash page 4l. ~ - .
The con\;;ycflon of a Huffman code for the characters
CireeeesCp probabllltles ,Pyre-eePp respectively, . .

involves generatlng a bfhary tree[lJ for which each of the

above characters . is represented as a terminal node and the

other nodes, the internal nodes, are formed in tlre following’

manner. First from the two nodes with smallest probabili- R

ties, say ¢, and ¢,, a new_node ¢, . with probability p,+p- 0y
1 2 1,2 7 152 ’

'is formed to be the father ' of ¢, and c,,, Now with the~

M « .

1 2%
. . z Ly
reduced set of n~1 nodes, which consists of ¢, .,ccev.s
s l,Z 33 /,,(‘,n/\

with Probabilities Py+PyiP3s- -« sPy respectively, repeat the

above procedure; and continue to repeat 1t until reaguced set

. consists of only two nodes? Now consider the binary tree

which consists of the terminal nodes and ail the new nodes
formed by the above process. For eacn successive . palrs ot

B e L Y

{l] A binary tree is a graph which consists of -a root -

links to at most two ot#der nodes, the descendant§ off
the root node, Each of?these descendants, in turn,.arg,ﬁz .
linked to no more than/ two other nodes; and these

.latter 'nodes may be-similarly llnked to other nodes,

arid so on. . ,

L =22- . I
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branchesQ stérting at the root, assign the values # and 1 to
each link of the branch. The resultant code for each of the
character§ is the sequence of assigned values -obtained by
tracing the tree from .the root to each of -the terminal
nodes. Each aggregate causes the itemg so chiosen to have a
code length of one more binary digit; so the average length
is minimized by giving' this extra digit to the least prob-
able clump. The following example illustrates the method.

&

Let the characters 'be Fi;c23c3,c4,c5 " and  have

probabilities <3, .3, .2, .15, -85, respectively. In the
tree which results from the abgve method, the terminal nodes
are repregehnted by Squares, the other nodes by circles, and
in each square and circle is the‘Frobability of the node.

. i

. - L.
. *

~

The Huffman.code for each of the characters 1is:

~

-

A Character Code

c 6o : ¥

c;‘ 61

c3 — 10 . -

Cy . -, 1llb

c5 111. B

3

-

» - .

A variation of the Huffman code, a variable length al-
phabetic code, .is "explained in a paper by Hu and Tucker.
There, a tree’, which is optimal in another sense, 1is ‘ob-
tained which Preserves-. the original order of the terminal
*nodes. Using their algorithm, aglphabetical codes may be gen~
erated which, though not as 6pti@91 as a Huffman ‘code, en-
ables ordering operations to be applied to the coded text in

the same way as_the uncoded ‘text..
: \ _ .

. .
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Observe that for the- fgrmatiod of the Huffman- code the
distribution of the characters,or blocks must be known in
ddvance. It may appear that the ﬁuffman code is valid only
for each instance or wversion of the data so’ at a new code
may have to be generated for each data bas and for each
change to the data base. Fortunately, e distribution of’
characters ‘is.not that sensitive .to chahges in-the data. One
study has shown that the distribytion of-characters for 3
partlcular data base is stable oveif a period of time. [18]
Moreover “the same distrabution seems to be relatively stable
across differ®t English text data bases. Tfie following
grdph shows the dlstrloutlon of characters in a typlcal En-
glish text. , .

.

131 _ S

» 9 ‘ INDIVIDUAL LETTERS x

ET OANI RS HDLCFU MPY WGB VKXJQ2Z - .
3™ e . _ .
. 2 DIGRAPHS

- 19( 19 14717 — .
Y 14 .
14 14 1643 137 o .

TH HE AN ER ON RE IN ED ND AT OF OR .HA‘/

a

TRIGRAPHS ' ‘

sl 31 3 3 3 3] 37 .
THE AND THA' HAT EDT ENT FOR TION ' TIO NDE HAS MEN -

Normal frequency. distribution of the letters of the alphabet’_‘
(in uses per thousand) .

‘. -

~

The" followlng tdble, from the paper by Lynch, Petriey
and Snell [18}, shows a distribution of characters whlch 1s X
close to that in the graph. . ..

.« .
-

For a’'given Huffman code, changes 1n the average’ code -
werd——}ength——wrtn*respect~te—ehanges~%n~the—dlstrkbut%on-oﬁ-A‘»———
the characters may be analyzed in the following way. .Let tne

code word lengths be “1'“2'°'°°°'“m' where nlggzﬁ......gn
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Taorr 1. NORMALIZED § RLQUENCIES WITH MIANS AND 5TANDARD DEVIATIONS
THF 1IL1S ANALYSED RANGL FROM INSPEC 31002 (1969) To INSPEC 31060 (1972)

- N -

»

g
)

..
FOR THE FRST 29 CHARACTERS (ARRANGED IN RANKED ORDER).

31002 31003 31015 ° 725 31016 - 710 31047 | 31056 31657 31060 S.D. Mean
RV B £28 0-1505 0-1488 0-1508 0-1332 0-1499  0-1504 0-1485 - 0-1493 0-1502 . 0-0054 0-1483
E =0-0889 0-0900 , 00885 0:0890 00890  <0-0503 0 6900 0-u%02 0-6506 0-0833  0-0039 0-0875
. T 00730 0-0727 0 0729 0-0724 0-0725 ©0-0724 0-0722 0-0721 0-0719 00728 © 0:000360  0-0725
. 1 0-0725 0-0736 0 0755 00727 Q0741 :00739 00738 ‘00735 6-0736 0-0731 ~ 0000856  0-0731
i L0 GO 0:0701 . 00705 00712 00705 , 00699 _ 0675 0-0701 00693 00715 0-000913 ~ 0-0705
N 00677 00671 © 00677 0-0630 0-0672 0-0672 0-067% 0-06¢2 00669 . 00674  0-000527  0:0673
A 0-0641 0-0647 00659 00658 0 0643 0 0651 1-0644 0-0661 00658 ™~ 0-0654  0-000712  0-0651
s . R 00568 00569 , 00563 0 0538 0-0572 ‘00576° 00571 0 0592 0-0573 - 00563  0-000949  0-0570
S 00530 0-0529 0-0542 0-0522 0-0537 " -00533 00538 » 00341 . 00537 0-0530  0-000608 , 0-0534
C 00398 00397 , 0:0401 0-0392 0 0402 .0 0397 0:0403 - 00406 - 00394 0-0388  0-000545 ,0-0398
L 00370 0-0370 00379 0-0374 00378 00375 - 00370 0069 0-0370 0-0375  0-000368  .0-0373
M 0-0267 00259  0-0271 0-0267 00267 200207 0-0247 op2ie " 00257 00271 0000870 00265
F  0-0259 00260 0 0761 0-0258 00259, °00251 0 0262 -0-p245 0-0362 0-0257 ° 0-000540- 0-0257
"D 00248 0-0256 00256 0:0758 0 0261 .0-0252 00259 * 0-0258 0-0258 0-0254  0-000380 00256
U @0-0238 0-0238 0-0278 0-0223 00240 & 00231 00234 0Q232 2-0240 0-0237  0-000331  0-0236
H %0022 00226 - 0-0208 0-0218 o016 -00220 00222 002K 0-0224 0-0217  0:000529  0-0219
P 00220 0-0210 0-0217 0-0218 00215 00223 .0-0213 0-0227 0-0215  '0:0224  0-00053T . 0-0218
G 00156 0 0156 0-0159 0-0146 00160 - 0012 . 00151 0-0165 0-01ss_ 00153 0000554  0-0156
Y 00126 0-0129 00125 0-0124 0-0122 0122 0-0123 *°  0-0t19 0-0135 .0-0127  0-000310  0-0123
B 00086 0:0089 00087 » C-0092 0-0086 0085 . 0-0089 00084 00050 00090 0000257 - 0-0089
- vV 0-0071 0-0072 0-0071 0-0071 0 0076 0-0076 0-0073 0-0078 0-0074 0-0069” 0-000285 - 0-0073
— 00061 0-0063 00063 ;| 00064"  0-0063 0-0063 00062 ~ 0-0061 0 0664 0:0060  0-000137  0-0063
W 00052 0 0055 0 0056 0-0043 0 0057 0-0056 00053 0-004 0-0056 0-0050  0'000303  0-0054
X 00026 0-0030 0-0026 0-0031 0 0025 0 0027 0-002 00625~ 00027 , 00028 0000199 0°0027
#®.-K 00022 0-0022, 0-0021 ' 00022 00022 700022  -0-00’ 0-0073 0-0023 0-0023 * 0000067  0-0022
. 0-0020 00021 0 0021 00022 0022  “0:0020 9-0023 0-0019 0-0019 0:0017 0000169t 00020 *
* . 0-0019 00016 0-0015 0:0019 00015 Q0017 0-0017 0-0012 0:0013 ‘00020  0-000246  "0-0016
Q ' 00018 *0-0019 0%0018 ~~ 00017 ~ 00019  '0:0020 00015 _ 00019 0-0018 0-0017  0-000095  0-0018
, & 00016 00015 00015 . 0-0016 0:001S ‘00015 0-0014 0-0015 0-0016 0°00L7  0-000084  0-0015
N —<
- L4 \
> . o . .
\ o
- . . b ]
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*  .and the probabilities of the characters "are pl,pzr,...‘p

I
.[, . ]‘
so that p1 = pl+d1 1s the new. "1°th probab}lrty. The . new <

o Suépose that the i th probablllty changes by tné amount d -

avérage code wora length 1S

"—l m-A m —
. n =§lp1n1 %(p +d,)n, = n+2a;n

=)

a3
]

o

Let D =<d d Then sinceSa, = 9, D= = d.(n.-n_, . There
-l k’a ” l 1 . l 1 . 1 m) N - . N
' are two 1nteresting cases to consider. The-first occurs when
. dizu for i=1,2,....,m=1. Then, since n1°nm5 0, LB SO

i< ﬁ." The  second case _occurs when d; < 9. for

Ti=1,2,....,m-1. Then 0" >.n. If {hé changes 'di' are

»

- " restricted so that

m“l m-= l)

: ' " m=1 ' ”
‘ , - o e 1 _ a(l-a
. . D : :E'( dl)(nm n;)< §§ a =

? a 1

It a< % then b < l (l)m -1 < 1. It appears’tﬁat as.long as:,

the distribution of characters changes only sligntly, from |
data base to.data base, a Huffman code designed tor one .o( . |
the data bases wi1ll bé adequate tor the others, Further 1
y study of the variation of Hutfman codes with respect to .
" _changes in the data base 1s needed before more’'detailéd - -«
‘statements can be-made about the performance oL nutfman
code$ when suchchanges-occur.. o
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‘Several types of compression methods have 'been dis-
cussed along'with the underlying coding theory and the meas-
ures for evaluating the effectiveness of a compression
method. It was shown that the data ‘compression problem is
the same as the optimal coding ‘probdem when the data file is

‘considered .as a collection of independent characters. Since
~data characters are generally not independent, the optimal

code :may be even shorter than that predicted, by the noise-
less coding theorem, thus possibly permitting even greater
compression. ' A good measure of :the effecgivequS'of the

méthog'is not tfie' percent redu¢tion, used in some of the
referenced papers, but the ratio of the entropy H(x) of the

4

A

data filé to the average encoded Character, size in bits. If,

‘the compression’is at least as good as thg'dptimal code then

the ratio-is greater than or equal to .1, otherwise 1t 1s
less thah one. . :

‘

« . Tne,. steps to bpe followed in seleetihg or determining a

. heed ftor a data compre$§sion’ methoa involve tne calculation

ot tht entropy GOf ,tpe data. . These- steps are:

-

L. reasure H(X), where ¢ . o )

-~ -

-~ ) N . R . -
d“‘%: 5\1911092(91)' B .
s 1= . .

In ‘the above formula for H(X), - bisfl/F, where fi 1s .the

s

trequenéy of the 1°tn type of element of the data file, and

N

S . " , "N
F is the totJ& number of elements in the file (£=éi.fi), and
) . . “ . v

i=1

N-"is the number of distinct types of elements. As" in sec-

tion 3.1, the data file 1s-composed of a sequence -.0f ele-
ments which'® are usually  characters. In.ASCII data files,
thert are 128 different types of characters that may occur
in theW@pfile; however, since control characters usually do
not occyr in a file, most ASCII files will have.only 96 pos=-
Sible, types Of characters, Alternatively H can be calculat-
ed from the equivalent expression L

. 3 P * L4

N
s

. . ) N .
H(X)=(1/F) Z'lilogz(tl), - log, () * 0
1=] ° )

{ T

by, summing the values'f*logg(f)‘for each character, 61v1d1ng
. \ o ‘ . ¢ .- J -

¢ . ) ’ ’ ;27.‘ : L3

" < 32 ‘
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by F and then subtracting log,(F). For large data files, it

1s "not neceéséry to base the calculations on the entire
file, but only on part of the.file, say the first 100,000
bytes if the file 1s homogeneous,\ or one can use some random- '
sampling procedure to estimate the frequencies f . S

2. Determine.the current average charac¢ter length ©n 1n
bits., For ASCII ana EBCDIC tiles this value wi1ll usually be
§. It H(X) 1s much less than n then a statistical compres-
sion method will be etfective. 1If, on the other hand, H(X)
1s close to n then such methoas will not be effective; how=
ever some type of pattern substitution may be applicable.
For example, 1f H(X)=7 and the current code-word lengtn 1s B8
tnen some 1mprovement would be expected by ,compressing the
data, .but, on the otner nand a gfeater improvement 1s to be
expected when H(X)=5 and the current -lengtn 1s 8. '

i ]

g {. 1t the data 1s numer ical, then a numérical _me;héd
such ‘as polynomial predictqors and polynomiaﬁ;curve fitting
algorithms [5-9] may ke superior to the method%;discussed_in

this report. . ) . .

4. If the data is text or a combination of text _and:
numer ical tables, &nd the data is compressible as indicated
in step 2, ‘then either a digraph method or a Huffman method
would compress the data. The digraph pethod is much qasier’
to- implement, and runs faster than the Huffman method, 'while
the -latter obtains a higher "degree of comprés$ion. The
. choice of the compression method will depend ©n the charac-
teristics and applications of the data. Bata files which
sontain mostly numeric ‘fields would be compressible by an
entirely different algorithm  than would .text files.  Fre-
quently accessed files may _need an,/aIgorlthm which runs’
quicker than that tor less frequently accessed frles, eVen
though the data compression obtained by the faster algorithm
1s tar less then.optimal. witRin the same file system parts
of. the file may bé more rciently compressed witn . dif=-
terent methods. Ihe dic¥ionary* of an information management
system may.be compressea with a simple yet "fast algorithm,
while the" corresponding data files, because tney ate infre-,.
quently accesSéd‘ may. be compressed with a more complex al-

K

- - - - W e S -

g .

* The dictionary-as used here, refers to the collection
ot. pointers of an inverted file system. Each pointer,
by pointing to a record of the - file, functions ' in a
manner analogous to a word of an English language
dictionarf% .o : - :

. « =28-
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ot ’ - .
gorithm which 1s slower but realizes’ more compression. A{
variable length alphabetigc code**, which has gome of the op-
timal properties of the - Huffman Code; may- be used ‘to
‘compress the dictionary. : : ‘e

~ 0

4

v
v

5. The effectiveness of a par;lcufar data ' compression
method can be measured by comparing the.average character
. length of the data file after it has been compressed to. the
valué of -the entropy of the file. If the average character
length, after compression, 1s close to the value of the .en—
tropy then the method is as effective as an ptimal %tatist-
'ical compression method. If the value of the average 1¢
still %significantly greater than the value of the entropy,
t

then e-data compression method is not as effective as.pos-
sible. : /e , ‘ :

L N ..

Data™ompression is relevant to a data pProcessing ap-’
Plication  when its use is significant or meaningful to .the
‘ user. Its use‘is warranted when it effects at least one of ‘
the following: S e ’ )
: , 1. sighificarp @ st reductipn . B
. ' 2. Significan®™APorage reduction ' '
U 8. Allowing the ®mplementation of the, application
e which otherwige could not have been implemente
aue to ansuft101eg§ storage - ) . '
‘4. A signiticant décrease in the - data, transfer
. time. 3 -, : : .
The'notion of what 1s‘s;gnft1¢ant,fo a-user 1s, relative ‘to
the "Users environment: 1o a mini-computer user- with limitea
di1sc storage, a reduction of a few thousand, bytes ot storage
may- ‘be signiticant, while to &« Kge system '‘user Such a
‘reduction would be 1nsignificant. wiille the ultimate " deca-- £ .
~810n of whethér or not data compression 1s relevant depends .. -
on the users spegial requirements and judgement, the follow- -
ing three guidelines will be applicable in most cases.
o 1. If the quantity of data is small, say under
’ ) ‘100,000 bytes; or if. the life .of the data 1is
short, then data compressiion would not  be . advis-
. able. . o
. 2. Large data files, .over 100,000 bytes, the 1life
: of which: is not short,. are good candida®™s for B
) data compression. '
N , 3. A droup of data files, where the files have
- . ~ similar character composition, is a good candidate
. for ‘data compression when the size of the group is
more than 149,000 bytes. SR
L. ) & :

* ‘. h
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